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Accessing preappraised evidence: fine-tuning the 5S model into a 6S model


The application of high-quality evidence to clinical decision
making requires that we know how to access that evidence. 
In years past, this meant literature searching know-how and


application of critical appraisal skills to separate lower- from
higher-quality clinical studies. However, over the past decade,
many practical resources have been created to facilitate ready
access to high-quality research. We call these resources “preap-
praised” because they have undergone a filtering process to
include only those studies that are of higher quality, and they are
regularly updated so that the evidence we access through these
resources is current.


To facilitate use of the many preappraised resources, Haynes 
proposed a “4S” model (1), which he then refined into a “5S”
model (2). The 5S model begins with original single studies at the
foundation, and building up from these are syntheses (systematic
reviews, such as Cochrane reviews); synopses (succinct descriptions
of selected individual studies or systematic reviews, such as those
found in the evidence-based journals); summaries, which integrate
the best available evidence from the lower layers to develop practice
guidelines based on a full range of evidence (e.g., Clinical Evidence,
National Guidelines Clearinghouse); and at the peak of the model,
systems, in which the individual patient’s characteristics are auto-
matically linked to the current best evidence that matches his or her
specific circumstances and the clinician is provided with key aspects
of management (e.g., computerized decision support systems) (2).


When we described the 5S model to colleagues at home and
abroad, some queried whether a synopsis of a single study and a
synopsis of a systematic review are equivalent as indicated by their
single appearance in the model. In the hierarchy of evidence, a
systematic review bests a single study, so we are adding a layer to
the model to distinguish the 2 types of synopses.


The 6S model
In the 6S model (Figure), we now have synopses of studies in the 
second layer from the bottom and synopses of syntheses in the fourth
layer from the bottom, which more accurately depicts their rigor.


The 6S hierarchy of preappraised evidence
When using this model to guide clinical decision making, begin
your search at the highest possible layer in the 6S model. In an
ideal situation, this would be the systems layer. An evidence-based
clinical information system integrates and concisely summarizes
all relevant and important research evidence about a clinical 
problem, is updated as new research evidence becomes available,
and automatically links (through an electronic medical record) a


specific patient’s circumstances to the relevant information (1). In
these computerized decision support systems (CDSSs), detailed
individual patient data are entered into a computer program and
matched to programs or algorithms in a computerized knowledge
base, resulting in the generation of patient-specific assessments or
recommendations for clinicians (3). For example, CDSSs exist to
manage oral anticoagulation in nurse-led primary care clinics in
the United Kingdom (4, 5) and to increase inpatient influenza
vaccination (6). Although electronic medical systems that incor-
porate computerized decision support rules have been shown in
randomized trials to improve the process and sometimes the out-
come (3) of care, few such systems are currently available. If your
electronic medical record system incorporates a CDSS that reli-
ably links a patient’s characteristics with current evidence-based
guidelines for care, you need not go further down the model.


If a CDSS does not exist, the next best step is to look for summaries.
These include clinical pathways or textbook summaries that 
integrate evidence-based information about specific clinical 
problems and provide regular updating. Clinical Evidence
(www.clinicalevidence.com), Dynamed (www.ebscohost.com/
dynamed/default.php), and the Physicians’ Information and
Education Resource (PIER) (pier.acponline.org) use explicit review
processes to find and appraise evidence about the management of 
a wide range of clinical problems. UpToDate (www.uptodate.com)
also provides evidence-based information about specific clinical
problems and is regularly updated, but the review process is not
explicit.


Evidence-based, current clinical practice guidelines (CPGs), which
are “systematically developed statements to assist practitioner and
patient decisions about appropriate health care for specific clinical
circumstances” (7), are also examples of “summary” level evidence.
A CPG should be based on comprehensive searches and appraisal
of the literature (ideally current systematic reviews, if they exist),
and each recommendation should be accompanied by levels of 
evidence. Users should consider acting only on those recommenda-
tions based on high-quality evidence. High-quality CPGs are 
produced by numerous organizations, such as the Registered
Nurses’ Association of Ontario (www.rnao.org) (e.g., promoting
asthma control in children) (8) and the Canadian Diabetes Asso-
ciation (e.g., prevention and management of diabetes) (9). While
the National Guidelines Clearinghouse (www.guideline.gov) is a
freely accessible comprehensive source of CPGs, readers should
keep in mind that not all CPGs are created equal—be sure that the
CPG is current and that the recommendations are evidence-based
(i.e., accompanied by levels of evidence).


When a summary does not exist for a clinical problem, then 
synopses of syntheses are the next best source. A synthesis or sys-
tematic review is a comprehensive summary of all the research
evidence related to a focused clinical question. It involves a multi-
step process in which the question is formulated, the relevant
studies are identified and appraised for study quality, relevant
study findings are extracted and synthesized either quantitatively
(in the form of meta-analysis) or nonquantitatively, and conclu-
sions are drawn. Given that many busy clinicians do not have 
the time to review detailed systematic reviews, a synopsis that
summarizes the findings of a high-quality systematic review can
often provide sufficient information to support clinical action.
These synopses can be found in the evidence-based abstraction
journals, such as ACP Journal Club (www.acpjc.org), Evidence-
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Based Medicine (ebm.bmj.com), Evidence-Based Mental Health
(ebmh.bmj.com), and Evidence-Based Nursing (ebn.bmj.com).
They can also be found in the Database of Abstracts of Reviews
of Effects (DARE) (www.crd.york.ac.uk/crdweb/Home.
aspx?DB=DARE), which contains summaries of syntheses that
have met strict quality criteria and critical commentaries on the
quality of the syntheses. The advantages of finding a relevant 
synopsis of a synthesis are 2-fold: First, the synopsis provides a
convenient summary of the corresponding synthesis, and second,
it is often accompanied by a commentary that addresses the
methodological quality of the synthesis and the clinical applica-
bility of its findings. A limitation is that it takes time to prepare a
systematic review after the publication of original studies, and a
synopsis extends this timeline even further.


If more detail is needed or no synopsis exists, then databases of 
syntheses (systematic reviews) are available, notably ACPJC PLUS
(plus.mcmaster.ca/acpjc), EvidenceUpdates (plus.mcmaster.ca/
evidenceupdates), and Nursing+ (plus.mcmaster.ca/np), which 
contain systematic reviews from >160 journals, and the Cochrane
Library. The Cochrane Library (www.thecochranelibrary.com/)
houses syntheses about the effectiveness of health care interven-
tions and some diagnostic tests. It also includes the DARE data-
base of systematic reviews. A more recent initiative, the Campbell
Library (www.campbellcollaboration.org/library.php), includes 
syntheses related to education, criminal justice, and social welfare.


If there are no systems, summaries, synopses of syntheses, or syn-
theses related to the clinical problem, the next stop is synopses of
single studies. As with the synopses of syntheses, the synopsis of 
a single study provides a brief, but often sufficiently detailed,
summary of a high-quality study that can inform clinical practice.
These synopses are also found in the evidence-based abstraction
journals and are accompanied by commentaries that address the
clinical applicability of the study findings. The advantages of a
synopsis of a single study over a single study are 3-fold: first, the
assurance that the study is of sufficiently high quality and clinical
relevance to merit abstraction; second, the brevity of the summary;
and third, the added value of the commentary.


The final stop for preappraised evidence, if there are no synopses 
of single studies, is the single original study. Studies that have met
critical appraisal criteria appear in ACP JC PLUS, EvidenceUpdates,
and Nursing+.


If you can’t find what you are looking for in these preappraised
services, there are traditional nonappraised evidence services. The
exemplar for these services is PubMed (pubmed.gov). In addition
to providing access to MEDLINE, PubMed offers user-friendly
approaches to evidence-based searching: Clinical Queries
(www.ncbi.nlm.nih.gov/corehtml/query/static/clinical.shtml) for
clinical research and Special Queries (www.nlm.nih.gov/bsd/
special_queries.html) for health services and qualitative research,
which include research methodology filters that enable searchers
to quickly locate relevant, methodologically sound studies (10).
Ovid MEDLINE, EMBASE/Excerpta Medica, PsycINFO, and
Ebsco CINAHL also incorporate these filters as part of their
search limit features.


Searching multiple sources at once
“Federated” search engines exist for use by those who don’t 
know which database is best suited to answer a clinical question;
examples of federated search engines include SUMSearch 
(sumsearch.uthscsa.edu) and TRIP (Turning Research into
Practice) (www.tripdatabase.com). These search engines sort 
evidence across a range of databases (e.g., National Guidelines
Clearinghouse, Cochrane Library, abstraction journals); however,
the quality of the retrieval depends on the source, and many
sources do not provide critical appraisal of evidence.


Using evidence from preappraised resources
Processing single studies into synopses, syntheses, and summaries
takes time, and therefore, the current best evidence may not always
be available in a preappraised resource as quickly as we would like.
Indeed, there is no guarantee that high-quality evidence exists for
the clinical problem of interest or that the patients studied are 
sufficiently similar to the patients to whom we hope to apply the
results. Thus, users always must retain responsibility for use of 
evidence in a given clinical decision. The orderly use of current 
evidence-based resources, however, will often make the burden of
this decision much lighter.


We are grateful to our colleagues whose feedback has encouraged
us to further refine this model. We encourage readers to use this
model, beginning at the top, when addressing clinically important
questions. The use of these preappraised resources will increase
the chances of efficiently finding high-quality, current evidence
that is relevant to practice.


Disclaimer: Alba DiCenso is a former editor of Evidence-Based
Nursing. Brian Haynes is editor of ACP Journal Club, co-editor 
of Evidence-Based Medicine, coordinating editor for Evidence-
Based Nursing, developer of ACPJC PLUS, EvidenceUpdates,
Nursing+, PubMed Clinical Queries, and PubMed Special
Queries, and an evidence supplier for Clinical Evidence and PIER.


Alba DiCenso, RN, PhD
Liz Bayley, MLS


R. Brian Haynes, MD, PhD
McMaster University


Hamilton, Ontario, Canada
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Answering Clinical Questions 


 
Background Questions (2-part format - who, what, why, how of a condition, etc):  
Textbooks (UpToDate, DynaMed, MDConsult, drug compendia), consultants, peers, Google 
 
Foreground Questions (specific questions that include a Patient, Intervention, Outcome): 
Evidence Summaries (see appropriate list below) 
 
Evidence Summaries: Therapy 
 
•Clinical Evidence (www.clinicalevidence.bmj.com) – starts with common clinical   
    questions, uses Cochrane Library as starting point 
•Cochrane Library (OVID, www.thecochranelibrary.com) 
  -Database of Systematic Reviews (Cochrane Review)– extremely rigorous reviews, use abstract 
  -Other Reviews (DARE) – well-done reviews by others 
  -Controlled Trials Registry – database of controlled trials, much smaller than Medline 
•ACP Journal Club (OVID, www.acpjc.org) –structured summary of high quality articles 
•Effective Health Care (AHRQ, www.effectivehealthcare.ahrq.gov) – started 2008, EPC reviews 
•Evidence-based Synthesis Program (VA, www.hsrd.research.va.gov/publications/esp/)   
•PubMed Health (www.ncbi.nlm.nih.gov/pubmedhealth/) – searches above databases 
•PubMed (or OVID) clinical queries (first use systematic reviews, then therapy and specificity) 
 
• EvidenceUpdates  http://plus.mcmaster.ca/EvidenceUpdates/     
• ACP JournalWise (for ACP members) http://journalwise.acponline.org/ 
(pre-appraised, pre-rated for clinical relevance articles, titles sent to you via e-mail) 
•PIER  (www.acponline.org, depends on specific topic) – started 2002, ACP members free 
•UpToDate (www.uptodate.com, depends on the specific topic card) – started 1992 
 
Evidence Summaries: Diagnostic Tests 
 
•Cochrane Library (OVID, www.cochrane.org) 
  -Database of Systematic Reviews (Cochrane Review)– extremely rigorous reviews, use abstract 
  -Other Reviews (DARE) – well-done reviews by others 
•ACP JournalWise – started in 1991, part of Annals of Internal Medicine starting July 2008 
•Users’ Guides to the Medical Literature (book, http://pubs.ama-assn.org/misc/usersguides.dtl) 
•Evidence Based on Call (www.eboncall.org) – not being updated – last updates 2002 
•PIER (integrated ACP resource) 
•UpToDate 
•PubMed or OVID clinical queries (use diagnosis and specificity) 
 
Other EBM Stuff 
 
•Rationale Rx (bigbrain.ohsu.edu) – OHSU online EBM course focused on drugs 
•Center for EBM at U of Toronto (ktclearinghouse.ca/cebm/toolbox)   
(NNT, LR, calculators, online EBM tutorials) 
•CEBM at Oxford University (www.cebm.net/index.aspx?o=1023)  



http://www.ncbi.nlm.nih.gov/pubmedhealth/

http://www.acponline.org/

http://www.uptodate.com/

http://www.eboncall.org/

http://www.bigbrain.ohsu.edu/

http://www.cebm.net/index.aspx?o=1023
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Short articles - clinical queries and using NNT and likelihood ratios (from ACP Journal 
Club) 
 


1. Sackett DL, Straus S.  On some clinically useful measures of the accuracy of diagnostic 
tests [Editorial].  ACP J Club 1998;129:A17-A19. 
 


2. Sackett DL. On some clinically useful measures of the effects of treatment [EBM 
Notebook]. Evidence-based Med 1996;1:37-38. 
 


3. Sackett DL, Haynes, RB.  Summarising the effects of therapy: a new table and some 
more terms.  ACP J Club 1997;127:A15-A16. 
 


4. Haynes RB, Wilczynski N. Finding the gold in MEDLINE: Clinical Queries. ACP J Club 
2005;142:A8-A9. 
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Overview of clinical research design
DANIEL M. HARTUNG AND DANIEL TOUCHETTE


Purpose. Basic concepts and terminology 
of clinical research design are presented for 
new clinical investigators. 
Summary. Clinical research, research in-
volving human subjects, can be described 
as either observational or experimental. 
The findings of all clinical research can be 
threatened by issues of bias and confound-
ing. Biases are systematic errors in how 
study subjects are selected or measured, 
which result in false inferences. Con-
founding is a distortion in findings that 
is attributable to mixing variable effects. 
Uncontrolled observation research is gen-
erally more prone to bias and confounding 
than experimental research. Observational 
research includes designs such as the co-
hort study, case–control study, and cross- 
sectional study, while experimental research 
typically involves a randomized controlled 
trial (RCT). The cohort study, which in-
cludes the RCT, defines subject allocation 
on the basis of exposure interest (e.g., drug, 


disease-management program) and fol-
lows the patients to assess the outcomes. 
The case–control study uses the primary 
outcome of interest (e.g., adverse event) 
to define subject allocation, and different 
exposures are assessed in a retrospective 
manner. Cross-sectional research evaluates 
both exposure and outcome concurrently. 
Each of these design methods possesses 
different strengths and weaknesses in 
answering research questions, as well as 
underlying many study subtypes. 
Conclusion. While experimental research 
is the strongest method for establishing 
causality, it can be difficult to accomplish 
under many scenarios. Observational clini-
cal research offers many design alternatives 
that may be appropriate if planned and 
executed carefully. 


Index terms: Clinical studies; Methodol-
ogy; Nomenclature


Am J Health-Syst Pharm. 2009; 66:398-408


While the use of  observa-
tion to disprove theories, the 
basis for modern scientific 


thought, has its origin in the 17th 
century, clinical research is a relative-
ly new endeavor. At its core, clinical 
research involves the analyses of em-
pirical data (information observed 
in nature) in an attempt to answer 
some discrete clinical questions. All 
research activities should begin with 
the development of a specific re-
search question. For most questions, 
it is impossible to make observations 
from the entire population of inter-
est; therefore, clinical research is con-
ducted within a sample. While the 
distinction and relationship between 
the population and a study sample 
are straightforward concepts, they 
are fundamental to understanding 
issues related to study validity and 
statistical inference. Internal validity 
is the degree to which observations 
accurately reflect what they are in-
tended to measure. A research design 
is never perfect, and internal validity 
of observations can be threatened 
in two major ways: systematic error 
and random error. Proper planning, 
design, and analysis are essential 
in minimizing the impact of these 
threats to the validity of scientific 
observation. The extent to which 


internally valid research findings can 
be inferred back to the population 
of interest and other populations is 
termed “external validity.” The key 
to correctly translating the results 
of a research study to the popula-
tion of interest rests in the ability to 
assure that the study was designed 
and executed in a manner minimiz-
ing internal errors (internal validity) 


and that the research was conducted 
in a sample that accurately reflects 
the population (external validity) of 
interest. 


The relationship among the popu-
lation and sample and validity of 
inferences is depicted in Figure 1. 
Suppose an investigator is inter-
ested in knowing whether a new 
drug or intervention is effective at 
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The Research Fundamentals section com-


prises a series of articles on important topics 


in pharmacy research. These include valid 


research design, appropriate data collection 


and analysis, application of research findings 


in practice, and publication of research re-


sults. Articles in this series have been solicited 


and reviewed by guest editors Lee Vermeulen, 


M.S., and Almut Winterstein, Ph.D. 


reducing low-density-lipoprotein 
(LDL) cholesterol in patients with 
coronary artery disease (CAD) us-
ing a randomized controlled trial 
(RCT) methodology. Because it 
would not be feasible to enroll the 
entire population of patients with 
CAD, the investigator must imple-
ment the research plan in a sample 
of patients. Ideally, the study sample 
would be randomly drawn from the 
population of interest. However, this 
is almost never possible, and study 
samples are often enrolled from a 
logistically convenient population 


Figure 1. Relationship among the general population, the study population of interest, and the study sample as it relates to internal 
validity and external validity. 


External Validity Internal Validity


Study 
sample


Population of
interestGeneral population


Systematic errors
(Bias, confounding)


Random errors 
(Chance)


Causal 
inference


(e.g., men with CAD, age 55–75 
years, who are recruited from an aca-
demic medical center). Nevertheless, 
observations from the sample are 
then extrapolated back to the popu-
lation of interest using statistical 
inference to quantify random varia-
tion and the role of chance. From the 
previous example, the investigator 
observes that subjects receiving the 
new drug have their LDL cholesterol 
reduced more than those who do not 
receive this new drug. Using a statis-
tical test, the investigator is able to 
probabilistically quantify the likeli-
hood that the observation could have 
been attributable to random error. If 
the role of random variation can be 
ruled out and the study is relatively 
free of systematic errors (not biased), 
the investigator can then make infer-
ences about causation to the general 
population. That is, the finding that 
a new drug is able to reduce LDL 
cholesterol levels among men with 
CAD, age 55–75 years, can be further 
generalized to the ability to reduce 


LDL cholesterol in everyone. It is 
important to note that the external 
validity, or generalization of study 
findings, is predicated on sound in-
ternal validity. This article describes 
the basic study designs available for 
clinical researchers, discusses their 
advantages and disadvantages with 
respect to minimizing threats to 
internal validity, and explains how 
to balance research validity require-
ments and study feasibility. 


Clinical research design


Clinical research can generally be 
classified into two distinct categories: 
observational and experimental.1 
Experimental research entails any 
research in which the investigator in-
tervenes in a population for the sole 
purpose of evaluation. The RCT is 
the predominant type of experimen-
tal clinical research. Research that 
is observational makes no attempt 
to intervene in the study sample for 
exclusively investigational purposes. 
It includes a wide variety of study 
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types, ranging from traditional epi-
demiologic cohort and case–control 
studies to quasi-experimental time 
series methods in which natural 
experiments are conducted. Natural 
experiments are conducted in situa-
tions in which the factor under study 
cannot be controlled, and those who 
experience the factor are compared 
to those who do not (e.g., a study 
comparing individuals living near a 
natural disaster epicenter compared 
to those who do not). Drawing from 
an epidemiologic framework, the 
variable of inquiry is often termed 
an exposure and can include clinical 
programs, environmental hazards 
or conditions, or consumption of 
prescription drugs.2,3 Observational 
research can also be classified as 
retrospective or prospective with re-
spect to the perspective of the investi-
gator. For example, an observational 
cohort study is prospective if study 
subjects are followed in real time and 
data about exposures and outcomes 
are collected. In contrast, in a retro-
spective cohort study, all exposures 
and outcomes have occurred and 
the investigator recreates the time 
sequence using existing data, such as 
the medical record or administrative 
claims. All experimental research by 
nature is prospective. 


Causal inference


Regardless of study design, results 
can only be inferred to the popula-
tion if they are internally valid and 
bias, confounding, and chance can 
be reasonably minimized. Typically, 
clinical research involves analyzing 
the association between two or more 
variables. One or more variable is 
termed an outcome (dependent) 
variable, and the others are termed 
predictor (independent) variables. 
Association or correlation between 
the dependent and independent vari-
ables is often interpreted as a cause 
and effect relationship. However, 
establishing true causality requires 
more than just an observed asso-
ciation. Sir Austin Bradford Hill,4 in 


a classic epidemiology article, laid 
out several criteria that, if present, 
strongly argue in favor of causation 
between two variables. Hill’s criteria 
included the following: 


-


-


-


-
-


-
-


 


While the merit of each of these 
criteria has been debated (e.g., speci-
ficity implies that one exposure leads 
to one effect, which is not always 
true) in modern clinical research, the 
criteria remain useful in framing dis-
cussions about the relative strengths 
and weaknesses of different study 
designs.5 This may be especially true 
for practice-based research settings 
where conducting true experimental 
research is not practical and ob-
servational methods predominate. 
Specifically, establishing the causal 
link between a predictor and out-
come variable involves evaluating the 
strength of association and the valid-
ity of the observation, which means 
ensuring that the relationship is not 
attributable to bias, confounding, or 
chance. 


Chance. Chance is the likelihood 
that the studied observation is the 
result of random variation. The role 
of chance in research is quantified 
through statistical tests (inferential 


statistics), and different study de-
signs and data types require different 
statistical approaches. While detailed 
discussion of inferential statistics is 
beyond the scope of this paper, it is 
worth mentioning that ruling out 
chance as an explanation for an ob-
served association is rarely the most 
vital issue related to study validity. 
General causal inference, as opposed 
to statistical inference, is a nonquan-
titative process that involves consid-
eration of study observations as well 
as Hill’s criteria, such as biological 
plausibility and consistency. This 
article examines specific research de-
sign methods and describes practical 
aspects of conduct and the relative 
advantages and disadvantages in 
minimizing bias, confounding, and 
chance. 


Bias. Bias is a broad term for di-
verse scenarios in which systematic 
error in measurement of observa-
tions causes a nonrandom distor-
tion of the true association, or lack 
thereof, between a predictor variable 
and an outcome variable.6 While 
there are many different types, biases 
are generally categorized one of two 
ways: selection bias and information 
bias.7 Selection biases occur when 
subjects are selected for a study in a 
way that creates a false association. 
One common type of selection bias 
encountered in observational studies 
is termed “healthy user bias.” This 
bias was prominently highlighted 
as the reason for the disparate find-
ings between observational studies 
demonstrating cardiovascular ben-
efit of hormone replacement therapy 
(HRT) and the contrasting results of 
the Women’s Health Initiative and 
the Heart and Estrogen/progestin 
Replacement Study trials.8-11 Before 
the publication of these two land-
mark RCTs, data from methodologi-
cally strong observational studies had 
suggested that use of HRT protected 
against heart disease. However, when 
the question was finally studied in 
a randomized setting, the opposite 
was observed—HRT did not protect 
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against, and may have increased, the 
risk of heart disease. The health-user 
bias is based on the premise that, in 
observational studies, subjects are 
not randomized to treatment groups 
and are, in a sense, self-selected; 
therefore, important differences in 
comorbidity and lifestyle may also 
be selected. For example, it is likely 
that women in the original observa-
tional studies who were taking HRT 
also engaged in other healthy dietary 
and lifestyle activities compared to 
women who were not taking replace-
ment therapy. Additionally, it also 
may be plausible that the women 
in these observational studies who 
were adherent with HRT were also 
more adherent with their other drugs 
known to reduce the risk of heart 
disease (e.g., antihypertensives) or 
were more actively engaged in other 
preventive measures. 


The other primary type of bias is 
called information bias. Information 
bias occurs when the method of data 
collection is systematically different 
between study groups. In contrast 
to selection bias, information bias 
relates to systematic errors in how a 
variable is measured. One commonly 
cited type of information bias is re-
call bias, which arises when subjects 
have differential recollection of key 
variables that are related to their 
study group allocation. An example 
would be a case–control investigation 
of drug exposure in patients having 
a suspected adverse drug reaction. 
Those experiencing the adverse re-
action may have a more heightened 
recall of everything they had ingested 
in the immediate past compared with 
those who did not have an adverse 
reaction. It is critical to note that, un-
like chance and confounding, biases 
cannot be quantified easily and can 
only be eliminated or minimized in 
the design stage. 


Confounding. Confounding oc-
curs when the study association is 
partially or entirely mediated by a 
third factor.2,6 Confounding is classi-
cally depicted as the interplay among 


three variables—A, B, and C—where 
A is the exposure of interest, B is the 
outcome, and C is the potential con-
founder. For C to be a confounder, 
it must be associated with the expo-
sure, be a true cause of B, and not be 
in the causal pathway (an interme-
diary) between A and B. An obser-
vational study examining exposure 
to thiazolidenediones (A) among 
individuals with or without heart 
failure (B) might be confounded by 
the third factor of severity of disease 
(C). Because diabetes is an indepen-
dent risk factor for development of 
heart failure and is associated with 
being prescribed a thiazolidenedione, 
it is reasonable to speculate that an 
observed association between thiaz-
olidenedione use and heart failure 
might be explained by the confound-
er of poorly controlled diabetes.12 
Control of confounding is critically 
important in observational research, 
but it may also be problematic in 
nonrandomized, experimental re-
search (quasi-experimental). Unlike 
biases, confounding is not necessarily 
introduced through a faulty study de-
sign but rather is a result of complex 
relationships between observed and 
unobserved factors. Additionally, un-
like bias, confounding can be analyti-
cally managed and adjusted for using 
different design or analytic strategies. 
The most powerful method for con-
trolling confounding in experimental 
research is randomization. In theory, 
randomization equally distributes 
known, unmeasured, and unknown 
subject characteristics (e.g., disease 
severity, age) that may confound 
associations of interest. While ran-
domization greatly increases the 
likelihood of producing an equal dis-
tribution of potential confounders, 
it is not a guarantee and study group 
differences may persist. Because ran-
domization is not always feasible, ac-
counting and control of confounding 
in observational research are critical. 
There are four generally accepted 
methods to control for potential con-
founders in observational research—


restriction, matching, stratification, 
and multivariate analysis.3 The first 
two methods must be implemented 
during the design stage, and the latter 
two can be handled during analysis. 


Restriction, or exclusion, is a tech-
nique in which individuals with vari-
ables suspected to be confounders are 
excluded or restricted to a particular 
value from the study with the aim 
of producing a more homo geneous 
study sample. For example, if one 
were to conduct an observational 
study examining the impact of a new 
drug for hyperlipidemia on cardio-
vascular endpoints, it would be im-
portant to control for the difference 
in smoking status between groups. 
One way to achieve this would be 
to restrict your study sample to ei-
ther all smokers or all nonsmokers. 
Matching is a procedure where study 
patients are matched to controls on 
one or more potentially confounding 
variables.13-15 Confounding can also 
be minimized by stratifying by the 
confounding variable. This is similar 
to exclusion, except each level of the 
confounding variable is analyzed 
separately. From the example above, 
instead of excluding one group 
contingent on smoking status, the 
investigator analyzes the association 
between lipid-lowering drug use 
and cardiovascular outcomes among 
smokers and nonsmokers separately. 
Finally, multivariate analysis is one 
of the most commonly used tech-
niques to control for confounders in 
observational research because it can 
statistically adjust for a multitude of 
variables simultaneously using re-
gression techniques. 


Observational research designs


Because of the time and expense 
required for experimental clinical re-
search, observational research offers 
the most opportunity for practice-
based research. However, unlike 
experimental research, observa-
tional research can suffer from many 
threats to validity, requiring careful 
design and interpretation. The choice 
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of research design will depend on 
a number of factors including the 
research question, data availability, 
setting, time, and resources available. 
The most basic type of observational 
research is descriptive research. 
Descriptive studies are typically the 
first scientific inquiry into new areas 
of interest or concern and aim to 
provide clues about causation for 
further analytic research. Examples 
of descriptive study designs are case 
reports, series, and surveillance re-
ports. The goal of analytic research is 
to test hypotheses about the associa-
tion between two or more variables 
in order to further arguments about 
causation. 


Cohort studies. Cohort studies 
are the most intuitive and straightfor-
ward of all observational research.2,3,16 
The hallmark of all cohort studies is 
the following of groups, or cohorts, 
of subjects through time (virtual or 
real) with ultimate ascertainment 
of their development of a disease 
or outcome. Group assignment is 
typically defined by exposure (e.g., 
patients taking HRT) or magnitude 
of exposure (e.g., drug dosing). Co-
hort studies can be either prospective 
(real time) or retrospective (virtual 
time). In prospective cohort stud-
ies, cohorts are enrolled in the study 
by the investigator at the inception 
of the study and followed through 
time to ascertain the development 
of outcomes or diseases. Retrospec-
tive cohort studies involve using a 
previously existing data set, such as 
an administrative claims data set or 
medical record, to virtually assemble 
the exposure cohorts and ascertain 
and analyze what occurred following 
cohort assignment. Both have differ-
ing advantages and disadvantages. 


Observational cohort studies are 
powerful study designs because they 
ensure, by definition, that exposure 
precedes outcome. Additionally, un-
like other observational designs, co-
hort studies enable direct estimation 
of disease or outcome incidence rates 
or risks. Incidence rates between 


exposed and unexposed groups 
are then compared to estimate rate 
ratios. Because the cause always pre-
cedes the outcome in a prospective 
cohort study, these studies are less 
susceptible to selection bias. An in-
vestigator performing a prospective 
cohort study would not know which 
subjects would eventually develop 
an outcome because  the outcomes 
have not occurred. Cohort studies 
are also useful in exploring multiple 
outcomes associated with an expo-
sure. This is especially relevant for 
observational studies of drug effec-
tiveness because multiple outcomes, 
as well as adverse reactions, can be 
evaluated. There are, however, several 
limitations inherent in the conduct 
of cohort studies. Prospective cohort 
studies can be very time-consuming 
and expensive to complete. If ap-
propriate data exist, retrospective 
cohort studies can be completed 
with considerably fewer resources. 
Cohort studies are also inefficient 
for evaluating rare outcomes that 
have long latent periods (e.g., can-
cer prevention). Unless appropriate 
safeguards are established, such as 
blinding, cohort studies are prone 
to information biases. Another ma-
jor challenge of conducting cohort 
studies is patient follow-up. Loss to 
follow-up can result in a diminution 
of the number of outcomes observed 
and subsequent statistical power. 
Even more critical, loss of follow-up 
within cohort studies can be a major 
source of selection bias. Like other 
types of study designs, subjects who 
drop out of cohort studies do so 
for a reason that is unlikely to be 
random. Unlike prospective studies, 
little or no information is available 
as to why the subject dropped out of 
the study and nothing can be done 
to follow up with patients who have 
dropped out. Finally, channeling 
bias can also be an important prob-
lem since clinicians do not prescribe 
drugs to patients at random. Clini-
cal, functional, and social character-
istics likely influence which patients 


are prescribed specific drugs and 
which are not. If these factors are 
independent risk factors for the out-
come of interest, then a channeling 
selection bias will exist. Channeling 
bias is also sometimes termed “con-
founding by indication.” 


Case–control studies. Case– 
control studies, unlike cohort stud-
ies, work backward analytically from 
outcome to exposure.2,3,17 Because 
exposure and outcome are not tem-
porally sequenced, case–control 
studies are sometimes poorly under-
stood and misinterpreted. In contrast 
to a cohort study in which study 
groups are defined by exposure, 
study groups within a case–control 
study are defined by the outcome. 
Subjects who have an outcome of in-
terest (cases) are typically compared 
to subjects who have not had an 
outcome (controls). Once cases and 
controls have been identified, their 
exposure history is ascertained and 
compared. Because study groups are 
not defined by exposure status, inci-
dence rates and associated measures 
of association (e.g., incidence-rate 
ratios) cannot be directly calculated. 
Case–control research will produce 
an odds ratio (OR), reflecting the 
ratio of odds of exposure among 
cases to the odds of exposure among 
controls. When the prevalence of 
disease in the population is rare, ORs 
are good estimates of the underly-
ing relative risk ratio of the outcome 
given exposure. Under most sam-
pling conditions, it can be shown that 
ORs only marginally overestimate or 
underestimate relative risk when the 
cumulative incidence of an outcome 
is less than 10%.18 


For questions involving adverse 
drug events that are relatively rare, 
it may be advantageous to use a 
case–control design because of the 
efficient use of identified cases that 
experienced the adverse event. In 
contrast, if one wished to understand 
both the benefits and risks of a drug 
in a real-world environment, a case–
control study would not be ideal 
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because a case–control study can 
evaluate only one outcome.


Case–control studies are relatively 
inexpensive to conduct and are the 
most efficient observational design 
when outcomes are relatively rare. 
However, case–control studies are 
also the most susceptible to both 
selection and information biases. 
Selection bias can present itself as a 
result of selection of both cases and 
controls. When selecting cases, newly 
diagnosed subjects (incident cases) 
or subjects with a previously existing 
disease (prevalent cases) can be se-
lected. In most situations, it is advis-
able to select incident cases in order 
to avoid confusing any causal associa-
tion from an association with disease 
survival. For example, if sampling 
includes both incident and prevalent 
cases of a disease that has significant 
early mortality, then the sample pop-
ulation would be overrepresented by 
individuals who had survived long 
enough to be studied and would be 
unrepresentative of the true target 
population. Selection of controls is 
more complicated and critical for 
producing unbiased estimates of as-
sociation. Ideally, control substances 
should be from the same source 
population that gave rise to the cases. 
Any restrictions applied to the selec-
tion of cases also need to be applied 
to controls.19 Several commonly cited 
control sources include hospital-
based controls, general-population 
controls, and case-relationship con-
trols. Hospital-based controls are, 
for some, a readily available source 
of information about previous ex-
posures and can also be similar to 
the case group with respect to site 
of identification. However, hospital-
based controls are inherently ill and 
may not reflect a healthy nondiseased 
population. This may lead to an over-
estimate or underestimate of risk if 
controls are less or more likely to be 
exposed to the proposed risk factor 
by virtue of their hospital status. An-
other commonly used control source 
is from the general population en-


rolled through random-digit phone 
number dialing or other outreach 
activities. While this approach may 
produce a control group that origi-
nates from the same source popula-
tion as cases, it is also more expensive 
and time-consuming. Additionally, a 
general-population control sample 
does not assure nonbiased selection 
because controls who are available 
by phone or interview may be sys-
tematically different than cases in 
important ways (e.g., they are home 
during the workday). Another com-
monly used control group is made 
up of individuals who have a friendly 
or proximal (e.g., neighbor) relation-
ship with a case. These controls may 
be more willing to participate in the 
study than subjects selected from the 
general population because of their 
relationship to the case. They are 
potentially similar to cases on factors 
that may be related to the exposure 
and could therefore help control for 
confounding. The main disadvantage 
of using relationship controls is that 
the exposure of interest may also be 
related (e.g., diet, exercise habits) and 
may not be truly representative of the 
source population. 


Case–control studies are especially 
prone to information biases because 
the temporal sequence between 
outcome and exposure is reversed. 
Cases and controls may remember 
past exposures and experiences in 
different ways. Because cases have the 
disease or outcome of interest, they 
may be more probing or thoughtful 
when examining past exposures or 
activities compared to controls. This 
differential assessment is termed 
“recall bias.” If one is examining the 
association between a disease and 
past prescription-drug exposure 
among patients enrolled in a health 
care plan, he or she should use ad-
ministrative prescription claims data 
or medical records to ascertain past 
exposure most reliably and eliminate 
the possibility of recall bias. In this 
situation, control selection is still 
critical, but it is unlikely that cases 


and controls would differ systemati-
cally in their recall of past exposures 
because exposures are determined 
using an existing data set that was 
populated presumably before they 
were designated as study partici-
pants. In the absence of these types 
of data, other methods are avail-
able, such as blinding the subject or 
observer to case–control status and 
using multiple potential risk factors 
to screen and blind to the true hy-
pothesis. Diagnostic bias is a similar 
type of information bias in which the 
diagnosis of a disease is influenced 
by past exposures. For example, a 
case–control study exploring the as-
sociation between oral contraceptive 
use and venous thrombosis could 
potentially be biased by virtue of the 
fact that clinicians may be especially 
vigilant of this condition among 
women who use oral contraceptives. 


Specialized case–control studies. 
Several specialized types of case– 
control trials exist and mix ele-
ments of other observational designs. 
Nested case–control studies are case–
control studies that are embedded 
into existing prospective cohort stud-
ies. They are particularly useful when 
additional collection of data (beyond 
what is defined at cohort inception) 
is needed. Nested case–control stud-
ies are only assayed on a sample of 
subjects with and without disease, 
which dramatically reduces the costs 
of running tests on the entire cohort. 
Additionally, because all data are col-
lected before outcome occurrence, a 
nested case–control study is unlikely 
to be impacted by recall bias. Anoth-
er variant of the case–control study 
is the case-crossover. Case-crossover 
studies borrow methodology from 
the experimental crossover design 
in which study subjects randomized 
to a treatment for a period of time 
crossover into the placebo group to 
serve as their own control.20 For each 
case, a period of time before disease 
development, or hazard window, is 
selected to ascertain exposure. A sec-
ond time period preceding the case-







RESEARCH FUNDAMENTALS Clinical research design


404 Am J Health-Syst Pharm—Vol 66  Feb 15, 2009


hazard window is selected for ascer-
tainment of control-period exposure. 
Case-crossover studies are best suited 
for diseases that are believed to be 
rapidly occurring upon exposure 
(e.g., acute triggers of myocardial 
infarction), and the exposure should 
be something that varies over time.21 
Because each case serves as his or her 
own control, case-crossover studies 
are adept at controlling for many 
potential confounders as well as se-
lection bias. However, confounding 
variables may still distort outcome-
exposure associations if they change 
over time. 


Cross-sectional studies. Cohort 
and case–control studies can broadly 
be described as longitudinal because 
the association between an exposure 
and outcome is observed in at least 
two discrete time points. Both designs 
incorporate a temporal sequence be-
tween exposure and outcome that is 
intrinsically required for establishing 
a causal effect. The cross-sectional 
design assesses both exposure and 
outcome simultaneously and is 
sometimes characterized as a snap-
shot in time. In contrast to cohort 
and most case–control studies, cross-
sectional studies deal with prevalent 
cases. A cross-sectional study is a rea-
sonable option for quickly exploring 
a series of exposures and one or more 
prevalent diseases. However, because 
the timing of exposure and disease 
is unknown, causality is difficult to 
establish. A cross-sectional design 
would be a reasonable approach if 
one were interested in assessing the 
prevalence of aspirin use among a 
population of patients with known 
cardiovascular disease for quality-
assessment purposes. 


Experimental research


The RCT is one of the great ad-
vances in medicine and is recognized 
as the gold standard for medical evi-
dence. When executed properly, the 
RCT can effectively eliminate issues 
of confounding and minimize many 
types of bias which plague most ob-


servational research. Among the hi-
erarchy of medical research, the RCT 
is typically considered the best type 
of research design for determining 
causality and, therefore, is the foun-
dation for determining the effective-
ness of health technology. With this 
research design, study subjects are 
randomly assigned to treatment or 
control groups. The purpose of the 
random assignment is to eliminate 
selection bias and any confounding 
that may occur caused by an imbal-
ance between study groups. Random 
assignment of patients to a particular 
treatment usually results in study 
groups that are well matched when 
comparing important characteristics, 
such as sex, age, disease severity, and 
comorbidities. However, random 
assignment of patients into study 
groups does not guarantee matched 
groups because this process is sub-
ject to chance. Therefore, it is still 
important to collect, analyze, and 
report patient demographics and 
other important potential confound-
ing characteristics. A well-designed 
study may still try to adjust for any 
confounders that may be present, 
especially if there are a large number 
of known potential confounding 
variables. While minimizing some 
types of bias, random assignment 
of patients does not affect bias that 
can occur in a study after patients 
have been assigned to their treatment 
groups. However, these types of bias 
can often be minimized through 
blinding and the use of standardized 
objective outcome variables. 


Randomization. Subjects can 
be randomized using a number of 
methods, some of which are con-
sidered better than others. A truly 
random process will usually result in 
more closely matched groups. The 
use of a random-number generator 
to assign patients to a study group is 
considered a strong randomization 
method. Methods such as assigning 
subjects to study groups based on the 
day of the week or alternating enroll-
ment order are not truly random and 


should be avoided. However, even a 
randomization process that is care-
fully executed can lead to unequal 
distribution of subject characteristics 
by chance, especially if the study 
sample is small. To protect against 
this, a system called “permuted 
block randomization,” or block ran-
domization, was developed.22 Block 
randomization assures that there will 
not be a large imbalance between 
study groups at any point during 
enrollment. With this method, ran-
dom assignments are made in blocks, 
each containing the same number 
of treatment and control patients. 
For example, if an RCT has a ran-
domization algorithm to two groups 
(treatment and placebo) with a block 
size of four, two subjects would be 
enrolled in every group for every four 


subjects enrolled, and the order in 
which they would be allocated would 
be randomized again at every block 
(TTPP, PPTT, TPTP, TPPT, PTTP, or 
PTPT). If subject characteristics are 
systematically different at one period 
of enrollment compared to another 
period, a blocked randomization 
would guard against the inadvertent 
randomization of one characteristic 
to one study group. Smaller blocks 
may be used to have more control 
over the influx of patients into a par-
ticular arm of the study and to ensure 
that group sizes are very similar. 
However, small block sizes may make 
it easier to guess to which group the 
next patient may be enrolled, poten-
tially leading to a bias. For example, 
if it is believed that a particular study 
subject may benefit more from being 
in one of the study groups, efforts 
may be made (intentionally or not) 
to enroll the patient in that study 
group. To reduce the likelihood of an 
investigator being unblinded to the 
blocking scheme, the block size can 
also be randomly changed. 


Blinding. Blinding, or mask-
ing, is a method of eliminating or 
reducing two types of information 
bias in a study that occur after a 
subject’s enrollment. The first bias 
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occurs when subjects know that 
they are being studied and may act 
and react differently than they oth-
erwise would. This patient bias is 
termed the Hawthorne effect.7 For 
example, subjects randomized to 
a treatment might respond better 
to the treatment if they know what 
it is and might not respond if they 
were assigned to a control group. 
The first method of blinding, called 
a single blind, attempts to keep the 
study subjects from knowing which 
group they were assigned to. Blind-
ing is often accomplished by using a 
placebo treatment, which minimizes 
the impact of the Hawthorne effect 
on the outcomes being studied. Note 
that blinding does not eliminate the 
Hawthorne effect. The placebo effect, 
a specific type of Hawthorne effect in 
which patients respond to receiving 
an inactive placebo, has been well 
documented in numerous studies.23 
However, blinding the patients to 
their group assignment often mini-
mizes differential Hawthorne effects 
so that all study groups experience a 
similar degree of change.


The second type of information 
bias reduced by blinding is inves-
tigator detection bias.7 When an 
investigator is aware of the treatment 
status, outcomes may be (subcon-
sciously or consciously) interpreted 
and ascertained in biased fashion 
based on preconceived notions of 
efficacy. Specifically, an investigator 
who prefers a particular therapy may 
interpret the outcomes of patients 
receiving that therapy as being better. 
The investigator may also influence 
patient responses to the outcome. 
Preventing the investigator from 
knowing the study subject’s group as-
signment prevents these investigator 
biases from occurring. Clinical trials 
that blind the investigator as well as 
the patient are termed double blind. 
Therapies that have pronounced and 
rapid adverse effects on the body, 
such as severe nausea, can often lead 
patients or investigators to correctly 
guess which group they were as-


signed to. When a therapy with no-
table adverse effects is being studied, 
the investigators should have an exit 
interview assessing whether patients 
or investigators were successfully able 
to identify group assignments.22 


Intention-to-treat (ITT) analysis


As with other types of studies, 
RCTs are also susceptible to attri-
tion bias. Attrition bias is a type of 
selection bias in which subjects are 
lost to follow-up or are noncompli-
ant in a way that is not random with 
respect to study group assignment. 
For example, if less healthy subjects 
randomly assigned to a new drug 
experienced an adverse reaction that 
caused them to drop out at a higher 
rate than similar subjects random-
ized to placebo, a bias may be intro-
duced. Unlike retrospective studies, 
reasons for attrition may be collected 
and explored, potentially reducing 
the effect of the bias. One method of 
accounting for this is analyzing data 
according to the ITT principle.24 The 
ITT principle stipulates that all ran-
domized subjects need to be account-
ed for in the analysis. Other analytic 
approaches include per-protocol, in 
which only subjects who comply with 
the protocol are analyzed. However, 
only ITT preserves initial randomiza-
tion and is the preferred method for 
standard RCTs. Analysis according 
to the ITT principle will produce the 
most conservative estimates of treat-
ment effect and produce results most 
likely to be consistent with the null 
hypothesis of no difference between 
groups. If missing data and lost pa-
tient follow-up are large enough, bias 
can persist despite application of ITT. 
Several data imputation methods ex-
ist, ranging from the last observation 
carried forward to statistical model-
ing techniques; however, all available 
methods operate on assumptions 
that are sometimes questionable.25 


Noninferiority trials


Specialized noninferiority or 
equivalence RCTs are conceptually 


different because the null and alter-
native hypotheses are reversed. In 
contrast to a standard superiority 
RCT, the null hypothesis in a nonin-
feriority trial is that a difference exists 
and the alternative hypothesis is that 
no difference exists (or, more accu-
rately, the difference is within some 
small margin). Noninferiority trials 
aim to demonstrate whether a new 
treatment is therapeutically equiva-
lent to an existing treatment. Because 
ITT effectively dilutes any treatment 
effect, it will produce results more 
likely to reject the null hypothesis of 
a difference and accept the conclu-
sion of noninferiority or equivalence. 
As a result, a per-protocol analysis is 
the recommended approach for these 
types of RCTs.26,27 


External validity of RCT


RCTs are typically designed to es-
timate the efficacy of a drug, device, 
or procedure under experimental 
conditions designed to maximize in-
ternal validity, which essentially is the 
ability of a study to eliminate con-
founding and determine the impact 
of a therapy on the outcome. In an 
effort to minimize confounding and 
bias, RCTs often employ procedures 
that are not common in clinical prac-
tice and threaten the study’s external 
validity (applicability and generaliz-
ability of the study’s findings). For 
example, studies may limit the study 
subjects to healthier volunteers using 
strict inclusion criteria. By keep-
ing the studied population more 
homogeneous, a smaller number of 
patients are needed to show a differ-
ence between treatment and control 
groups. However, people enrolled 
in clinical trials may be very differ-
ent from those in clinical practices 
where a greater disease burden, more 
extremes of age, a greater ethnic dis-
parity, and other patient factors may 
dramatically influence outcomes. In 
addition, procedures conducted in 
clinical trials, such as greater time 
spent with a clinician, more frequent 
laboratory assessments, surveys, and 
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more frequent assessment and rein-
forcement of adherence to the study 
medications, are not always the same 
in clinical practice. As a result, study 
subjects display higher adherence 
rates, are more likely to have minor 
adverse drug events identified, may 
have serious adverse drug events 
caught sooner, and are more likely 
to have positive outcomes. Differ-
ent types of study designs have been 
developed to address some of these 
limitations of RCTs and extend the 
findings to these other populations 
of interest.


Clinical trials designed to answer 
questions important to health care 
decision-makers are termed practical 
(or pragmatic) clinical trials (PCTs).28 
Unlike RCTs, PCTs compare relevant 
treatments instead of comparing to a 
placebo, include patients who more 
closely resemble the general popula-
tion, and include a broad range of 
relevant (usually terminal) health 
outcomes instead of focusing on 
intermediate health outcomes. With 
PCTs, patients are still randomized 
to a therapy. Outcomes data are of-
ten collected for a large number of 
patients using a registry. An example 
of a frequently cited PCT is the An-
tihypertensive and Lipid-Lowering 
Treatment to Prevent Heart Attack 
Trial.29 


Quasi-experimental research. 
Quasi-experimental methods en-
compass a spectrum of research 
designs that have elements of both 
experimental and observational de-
signs. Quasi-experimental research 
is particularly useful for policy and 
programmatic changes in health care 
systems because changes in exposure 
are adopted for entire populations 
and randomization is logistically im-
possible and not politically feasible.30 
Similar to observational cohort stud-
ies, subject assignment to a study 
group is not random and is either 
self-selected or selected through ad-
ministrative policy selection. Howev-
er, the investigator or policy origina-
tor may have considerable discretion 


as to who receives the intervention 
and when. 


Derived from the social sciences, 
major quasi-experimental designs 
can generally be classified into three 
groups in ascending order of meth-
odological hierarchy: (1) pre–post 
designs with no control group (i.e., 
each subject serves as his or her own 
control), (2) pre–post designs with 
control groups, and (3) interrupted 
time-series designs with or without 
control groups. There are many other 
permutations of these basic designs; 
however, their use is uncommon 
and they are discussed elsewhere in 
detail.31 


Quasi-experiments suffer from 
many of the same methodological 
drawbacks as other nonrandomized 
observational designs. The most 
commonly cited threats to internal 
validity within quasi-experimental 
research include controlling for im-
portant confounders (e.g., secular 
trends) and regression to the mean. 
A secular-trend confounder is a 
pattern of behavior or practice in 
the study population occurring at 
the same time as the phenomena of 
interest that could be responsible 
for the study observations. For ex-
ample, a study evaluating the imple-
mentation of a prescription-drug, 
cost-sharing policy in an insured 
population might be confounded 
by other changes in prescribing be-
havior unrelated to the policy, such 
as changes in the standard of care 
or a separate policy. Regression to 
the mean is a type of selection bias 
to which quasiexperimental studies 
are especially prone. This bias occurs 
when study subjects are chosen based 
on an extreme observation. Retest-
ing the observation or outcome will 
likely move the sample mean toward 
the population mean because it is 
more likely that individuals in the 
group will do better (since they were 
already chosen for having an ex-
treme value on the first observation). 
For example, evaluating a disease-
management program focusing on 


patients with heart failure identified 
through a hospital after an exacerba-
tion would likely have a sample of 
patients with high initial care needs 
and costs. However, over time, their 
disease would likely stabilize inde-
pendent of the program. 


Uncontrolled pre–post designs 
are commonly encountered quasi-
experimental designs and involve a 
single pretest observation (O


1
) and 


the intervention (X) followed by a 
single posttest observation (O


2
). Un-


der this design, O
1 
serves as the control 


for O
2
. However, if the sample popula-


tion were selected based on a thresh-
old level of the initial observation 
(O


1
), it would be difficult to discern 


if observations made during O
2 


were 
attributable to X or regression to the 
mean. Selecting a control group from 
a similar population for this analysis 
better controls for regression to the 
mean and secular confounding, as 
well as other confounding factors. For 
example, an investigator exploring the 
impact of a previous authorization 
policy for brand-name nonsteroidal 
antiinflammatory drugs (NSAIDs) on 
total NSAID use in a state Medicaid 
population could select some other 
nonrelated drug class (e.g., statins) 
within the same population or com-
pare NSAID use in another state Medi- 
caid program if possible. Controlled 
pre–post designs are commonly de-
scribed using the following notation:


O
1a 


X O
2a


O
1b


  O
2b


Finally, the interrupted time-series 
design with or without a control series 
is the strongest quasi-experimental 
design. It is especially well suited for 
interventions that occur abruptly, 
such as policy changes.30,32 Time- 
series analyses are similar to pre–post 
designs except multiple observa-
tions are made before and after the 
intervention:


O
1 


O
2 


O
3 


O
4 


O
5 


O
6 


X O
7 


O
8 


O
9 


O
10 


O
11 


O
12
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By collecting a series of observations, 
both before and after the interven-
tion, time-series analyses are better 
able to control for confounding secu-
lar trends and regression to the mean. 
Additionally, time-series studies are 
able to explore the impact of the 
intervention immediately and in a 
longer time period. Figure 2 shows a 
common analytic approach to time-
series analysis called a segmented 
regression model. This model allows 
an investigator to examine immedi-
ate changes in use (


2
), as well as 


changes in the overall trend (
3
) 


after a populationwide intervention, 
such as implementation of a prior- 
authorization process for drugs. A 
control series from the same popu-
lation, but with unrelated outcomes, 
or a different population can be in-
corporated to further strengthen the 
design. This may be necessary if an-
other intervention also affecting the 
outcome measure was implemented 
concurrently. The reader is referred 


Figure 2. Graphic depiction of segmented linear regression of drug use over time. 
1
 is the regression model estimate of preperiod 


trend (slope), 
2
 is the model estimate of the change in use postperiod, and 


3
 is the model estimate of the change in trend (slope) in 


the postperiod. 
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to the work of Ray30 and Wagner 
et al.32 for practical reviews of the 
methodology. 


Conclusion


While experimental research is 
the strongest method for establish-
ing causality, it can be difficult to 
accomplish under many scenarios. 
Observational clinical research offers 
many design alternatives that may be 
appropriate if planned and executed 
carefully. 
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Evidence-Based Medicine RESOURCES 
Updated January 2014 


 
Systematic Reviews 
Name URL Description 
AHRQ (Agency 
for Healthcare 
Research and 
Quality) Evidence 
Reports 


www.ahrq.gov/clinic/ep
cindex.htm 


Systematic reviews on a 
range of clinical topics. 


Clinical Evidence clinicalevidence.bmj.co
m/x/index.html 


A database of systematic 
reviews grouped by 
clinical topic, as well as 
an assortment of EBM 
resources and training 
materials. 


Cochrane 
Database of 
Systematic 
Reviews 


www.cochrane.org/coch
rane-reviews 


Systematic reviews and 
literature syntheses on a 
range of clinical 
therapeutics 


DARE (Database 
of Abstracts of 
Reviews of 
Effects) 


www.crd.york.ac.uk/CR
Dweb 


Critically appraised 
summaries of systematic 
reviews of healthcare 
interventions and of the 
delivery and organization 
of health services. 


USPSTF (United 
States Preventive 
Services Task 
Force) 
Systematic 
Reviews 


www.uspreventiveservi
cestaskforce.org/index.
html 


Systematic reviews of a 
broad range of clinical 
preventive health care 
services (e.g., 
screenings, counseling, 
and preventive 
medications). 


Critically Appraised Articles 
Name URL Description 
ACP Journal Club acpjc.acponline.org Structured abstracts of 


recent high impact 
articles in general 
internal medicine or 
medicine subspecialties, 
with assessment of 
methodologic strength, 
summary of results in 
clear EBM terms, and 







expert commentary. 
Selected Individual Articles 
ACP JournalWise journalwise.acponline.o


rg/ 
Searchable database of 
abstracts of published 
studies found to meet 
entry validity criteria, 
with unfiltered user 
comments. Free to ACP 
members. 


Evidence Updates plus.mcmaster.ca/evide
nceupdates/ 


Free searchable database 
of abstracts of published 
studies found to meet 
entry validity criteria, 
with unfiltered user 
comments. Includes links 
to selected EBM 
resources. 


PubMed Clinical 
Queries 


www.ncbi.nlm.nih.gov/
pubmed/clinical 


Access to all articles in 
the medical literature via 
validated search terms 
aimed at diagnosis, 
treatment, etiology, 
prognosis, clinical 
prediction or systematic 
reviews. 


Clinical Databases 
Name URL Description 
ACP Smart 
Medicine 
(American 
College of 
Physicians) 


smartmedicine.acponlin
e.org 


An evidence-based 
clinical decision support 
tool focused on internal 
medicine, free to ACP 
members. All 
recommendations are 
rated for evidence 
quality; provides links to 
relevant guidelines and 
primary evidence. 


Dynamed dynamed.ebscohost.co
m 


Fee-based online 
reference that covers a 
wide range of clinical 
topics; provides links to 
original articles, with 
mention of level of 
source evidence for 







clinical 
recommendations.  


Option Grid www.optiongrid.org Comparisons of 
reasonable treatment or 
screening options for 
various conditions, 
oriented to questions 
frequently asked by 
patients 


MedlinePlus www.nlm.nih.gov/medli
neplus/ 


National Institute of 
Health’s website 
designed to instruct 
patients about various 
clinical topics.  Materials 
are screened for accuracy 
and a lack of commercial 
bias. 


Medscape www.medscape.com/ Fee-based collection of 
medical information and 
educational tools 
designed for providers, 
featuring news, 
perspectives, and journal 
articles. 


UpToDate www.uptodate.com/ind
ex 


Fee-based online or CD 
reference that covers a 
wide range of clinical 
topics in a narrative 
style; provides links to 
original articles; 
substantial reliance on 
expert opinion. 


Clinical Guidelines 
Name URL Description 
CMA (Canadian 
Medical 
Association) 
Clinical Practice 
Guidelines 


www.cma.ca/cpgs/ A clearinghouse of clinical 
practice guidelines for 
numerous clinical topics. 


National 
Guideline 
Clearinghouse 


guideline.gov Database of a large 
number of clinical 
practice guidelines about 
a wide variety of clinical 
topics; the included 







guidelines are based on 
varying levels of 
evidence. 


NICE (National 
Institute for 
Health and 
Clinical 
Excellence) 


www.nice.org.uk UK organization providing 
guidance on the most 
effective ways to 
prevent, diagnose, and 
treat illness, with goal of 
reducing inequality and 
variation. 


Trip Database www.tripdatabase.com Free online search tool 
which searches across 
multiple evidence-based 
databases, with evidence 
quality filters 


USPSTF 
Summary 
Statements 


www.uspreventiveservi
cestaskforce.org/recom
mendations.htm 


Condensed 
recommendation 
(extracted from the 
corresponding systematic 
review done by USPSTF) 
regarding preventive 
health care services. 


VA/DoD Clinical 
Practice 
Guidelines 


www.healthquality.va.g
ov/ 


Selection of clinical 
practice 
recommendations that is 
a joint effort by U.S. 
Department of Veterans 
Affairs and U.S. 
Department of Defense 
to improve the health of 
active-duty and retired 
military personnel. 
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Using	  Electronic	  Resources	  to	  
Answer	  Clinical	  Ques5ons	  


Elizabeth	  Allen,	  MD	  
2014	  


OBJECTIVES	  


•  Recognize what resources are available at 
NCNM, OHSU and for free 


•  Gain expertise in navigating resources 
•  Appreciate strengths and weaknesses of 


electronic resources 
•  Recognize where to go for clinical practice 


guidelines 
•  Learn tips that your colleagues are using 


Shauna T is the 62 y/o wife of one of your other 
patients, Craig T (who just had his AAA repaired and 
who suffers from a severe case of post-herpetic 
neuralgia). Craig developed zoster a year after he 
received the zoster vaccine.  
 
Following current recommendations, you suggest to 
Shauna that she should receive the zoster vaccine. 
She is skeptical as it didn’t help her husband and 
wonders if it made him get shingles in the first place. 


SEARCHING	  –	  	  


CLINICAL	  QUESTION	  
In	  women	  over	  the	  age	  of	  60	  (P),	  is	  vaccina5on	  with	  the	  zoster	  vaccine	  (I)	  as	  
opposed	  to	  no	  vaccine	  (C),	  effec5ve	  at	  lower	  rates	  of	  herpes	  zoster	  (O)?	  


SEARCHING	  


CLINICAL	  QUESTION	  
In	  women	  over	  the	  age	  of	  60	  (P),	  is	  vaccina5on	  with	  the	  zoster	  vaccine	  
(I)	  as	  opposed	  to	  no	  vaccine	  (C),	  effec5ve	  at	  lower	  rates	  of	  herpes	  
zoster	  (O)?	  


•  What is the answer to the clinical question?  
•  How easy was it to use the resource?  
•  How confident do you feel in the result? 


Summary Resources:   UpToDate, Natural Standard 
Synopses Resources:   ACP JC  
Synthesis Resources:   Cochrane DSR 
Studies Resource:  Pub med (time allowing) 


SEARCHING	  


•  Go	  to	  NCNM	  Library	  Clinician	  Portal	  







8/11/14 


2 








8/11/14 


1 


Asking Answerable Clinical 
Questions 


Elizabeth Allen, MD 
Portland VAMC 


Oregon Health & Science University 


Objectives 
•  Ask: Formulate clinical questions using a 


framework that facilitates finding answers. 
•  Acquire:  


–  Become familiar with the hierarchy of  evidence 
(research design) 


•  Explain why randomization is important in therapy studies. 
•  Describe at least two observational study designs.  
•  List the advantages and limitations of observational studies. 


–  Become familiar with a categorization scheme for 
evidence-based resources  


•  Recognize teaching skills that help learners 
become proficient at asking questions 


Case 1 
•  Mr. Craig T. is a 65 y.o. man who is contending 


with multiple health conditions – obesity, 
diabetes mellitus type 2, atrial fibrillation, mild 
COPD, postherpetic neuralgia.  He quit smoking 
since last visit and you praise him for his efforts.  


•  As part of routine preventive care, you 
recommend a screening abdominal ultrasound 
to assess for abdominal aortic aneurism (AAA). 


•  Ever the minimalist, Mr. T would like to forgo this 
procedure. “Is it really necessary doc? I just 
don’t want to know about bad things.” 


From	  the	  Clinicians	  Perspec2ve	  


•  What	  clinical	  ques2ons	  arise	  about	  this	  
pa2ents	  situa2ons	  and	  AAA?	  


Categorization of Clinical 
Questions 


•  Background questions 
– Cover general information  


•  Foreground questions 
–   Focus on specific, patient-related information 


Content of Clinical Questions 


Category 
 


Background 
 


Foreground 
 


Content 
 


Therapy 
Diagnosis  


Harm or Etiology 
Prognosis 
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Anatomy of a Background 
Question 


•  What 
•  How 
•  Where           
•  When 
•  Who 
•  Why 


•  Disorder 
•  Syndrome 
•  Finding 
•  Health state 
•  Concern	  


Background Questions 
Examples	  	  


•  How common are abdominal aortic 
aneurisms in older people? 


•  How big does a AAA to be before it bursts? 
•  Are there certain types of people who are 


more likely to have AAA? 
 


Acquire the Best Available Evidence 
– Background Questions 


	  
•  Textbooks (including UpToDate, PIER) 
•  Drug compendia 
•  Consultants, colleagues 
•  Guidelines 


Anatomy of a Foreground Question 


•  P  Patient or population 
•  Start with your patient, balance precision with brevity 


•  I  Intervention/exposure (risk or prognostic factor) 
•  What is the main intervention I am considering? Be specific 


•  C  Comparison 
•  What is the main alternative to compare with the 


intervention? Be specific 


•  O  Outcome 
•  What would this exposure really affect, what do I care about? 
 
(Content: Therapy, Diagnosis, Prognosis, Cost-effectiveness) 


Foreground Questions  
Example 


•  In	  adult	  pa2ents	  with	  a	  history	  of	  tobacco	  use	  
(P),	  does	  screening	  for	  AAA	  with	  ultrasound	  (I)	  
compared	  with	  not	  screening	  (C)	  	  result	  in	  a	  
decrease	  in	  overall	  mortality	  (O)?	  


Background	  vs.	  Foreground	  


	  
	  
	  
	  
	  
	  


	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Experience	  	  


	  	  	  	  	  	  A	   	   	   	  	  	  B 	   	   	  	  	  	  	  	  	  	  	  	  	  C	  


Background 


Foreground 
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Clinical	  Ques2ons	  


•  Why	  should	  we	  be	  explicit	  in	  framing	  
foreground	  clinical	  ques2ons?	  
–  This	  really	  drives	  the	  search:	  	  


•  Start	  the	  search	  with	  the	  P	  or	  I	  
•  Being	  explicit	  about	  C	  helps	  if	  you	  are	  trying	  to	  decide	  if	  new	  treatment	  is	  
beMer	  than	  “standard	  or	  care”	  


–  Also	  helps	  you	  clarify	  surrogate	  vs.	  pa2ent	  important	  outcomes	  
•  Drives	  what	  type	  of	  resource	  should	  you	  use	  	  
•  Drives	  what	  ar2cle	  type	  to	  look	  for	  (therapy,	  prognosis,	  harm…)	  
•  Makes	  searching	  more	  efficient	  


–  More	  likely	  to	  search	  the	  literature	  if	  you’ve	  taken	  trouble	  to	  officially	  iden2fy	  
ques2ons	  


Objectives 
•  Ask: Formulate clinical questions using a 


framework that facilitates finding answers. 
•  Acquire:  


–  Become familiar with the hierarchy of research 
evidence 


•  Explain why randomization is important in therapy studies. 
•  Describe at least two observational study designs.  
•  List the advantages and limitations of observational studies. 


–  Become familiar with a categorization scheme for 
evidence-based resources  


•  Recognize teaching skills that help learners 
become proficient at asking questions 


Acquire the Best Available 
Evidence – Foreground 


Questions 


implies a hierarchy of evidence 


Hierarchy	  of	  Evidence	  
Meta-‐analysis	  of	  RCTs	  
Systema2c	  review	  of	  RCTs	  


Individual RCT(s) 


Observational studies 


Basic science research Clinical experience 


Hierarchy	  of	  Evidence	  
Trial	  Design	   When	  is	  this	  Used	   Method	  


Systema2c	  
Review	  of	  RCT’s	  


Effect	  of	  a	  therapeu2c	  or	  
preven2ve	  interven2on,	  also	  
accuracy	  of	  a	  diagnos2c	  test	  


Randomized	  
Controlled	  Trial	  


Effects	  of	  a	  therapeu2c	  or	  
preven2ve	  interven2on	  


	  
	  
	  
	  


Observa2onal	  
Studies:	  
Cohort	  


Risk	  Factors	  (causes)	  
Prognosis,	  Clinical	  Course	  


	  
	  
	  
	  


Observa2onal	  
Studies:	  
Case-‐control	  


Risk	  Factors	  (causes)	   	  
	  
	  
	  


Sample 


Intervention Yes 


No 


Yes 


No Control 


R	  RCT1 


RCT2 


RCT3 


Pooled 
result 


Randomization 


Sample 


Yes 


No 


Yes 


No 


Exposed 


Not exposed 


Diseased pts 


Non-diseased 


Retrospectively 
access exposure 
history in diseased 
and non-diseased pts 


Quality of the Evidence 
(GRADE System) 


Quality of evidence Study Design 


High quality (⊕⊕⊕⊕) Randomized trial 


Moderate quality (⊕⊕⊕) 


Low quality (⊕⊕) Observational 
studies 


Very low quality (⊕) 
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Menopausal Hormone 
Therapy 


•  In	  post-‐menopausal	  women,	  MHT	  was	  the	  
standard	  of	  care	  for	  the	  preven2on	  of	  
cardiovascular	  events	  prior	  to	  2002.	  
	  


•  Women’s	  Health	  Ini2a2ve	  (July	  2002)	  found	  
that	  women	  who	  were	  treated	  with	  
premarin	  did	  worse	  than	  those	  who	  were	  
not	  treated.	  


Quality of the Evidence for 
Menopausal Hormone Therapy	  	  


Objectives 
•  Ask: Formulate clinical questions using a 


framework that facilitates finding answers. 
•  Acquire:  


–  Become familiar with the hierarchy of  evidence 
•  Explain why randomization is important in therapy studies. 
•  Describe at least two observational study designs.  
•  List the advantages and limitations of observational studies. 


–  Become familiar with a categorization scheme for 
evidence-based resources  


•  Recognize teaching skills that help learners 
become proficient at asking questions 


Information Resource Hierarchy:  
The 6S Model 


Haynes RB. ACP J Club. Sept 2009;151(3):JC3-2 


Studies 


Syntheses 


Summaries 


Systems 


Synopses of  Syntheses 


Synopses of  Studies 


Individual Studies 


Structured Synopses of  
Individual studies 


Systematic Reviews/Meta-Anal 


Structured Synopses of  Systematic 
Reviews 


Evidence-Based Text Books 


Computerized Decision Support 


The 6S Model 


Haynes RB. ACP J Club. Sept 2009;151(3):JC3-2 


Studies 


Syntheses 


Summaries 


Systems 


Synopses of  Syntheses 


Synopses of  Studies 


UpToDate, Dynamed, Clinical Evidence, 
Practice Guidelines… 


Computerized Decision Support 


DARE, ACP JC, InfoPOEMs 


Cochrane DSR, Individual 
journals 


ACP JC, InfoPOEMs 


Medline via Ovid or 
Pub Med  


Objectives 
•  Ask: Formulate clinical questions using a 


framework that facilitates finding answers. 
•  Acquire:  


–  Become familiar with the hierarchy of  evidence 
•  Explain why randomization is important in therapy studies. 
•  Describe at least two observational study designs.  
•  List the advantages and limitations of observational studies. 


–  Become familiar with a categorization scheme for 
evidence-based resources  


•  Recognize teaching skills that help learners 
become proficient at asking questions 
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Problems	  	  


•  No	  trials	  on	  the	  condi2on	  or	  treatment	  you	  
are	  interested	  in	  


•  Trials	  don’t	  include	  pa2ents	  like	  yours	  
•  Trials	  of	  whole	  prac2ce	  interven2ons	  are	  hard	  
to	  do	  


•  Outcomes	  assessed	  are	  o^en	  subjec2ve	  and	  
poten2ally	  less	  reliable	  


	  


Problems	  


•  The	  wrong	  formula2on	  of	  product	  is	  used	  or	  
treatment	  is	  delivered	  in	  a	  way	  inconsistent	  
with	  how	  you	  use	  it	  


•  Lack	  of	  resources,	  lack	  of	  2me,	  lack	  of	  buy	  in	  
from	  your	  colleagues	  


•  Nego2a2ng	  the	  blend	  of	  evidence	  with	  
tradi2onal	  teachings	  


Teaching	  Clinical	  Ques2ons	  


•  Model	  specific	  behaviors	  
•  Recognize	  poten2al	  ques2ons	  in	  the	  learners	  
pa2ent	  presenta2ons	  


•  Select	  the	  ques2on	  that	  best	  fits	  the	  needs	  of	  
the	  leaner	  at	  that	  moment	  


•  Guide	  the	  learner	  in	  transforming	  knowledge	  
gaps	  into	  well	  formulated	  clinical	  ques2ons	  


•  Assess	  learners	  performance	  and	  skill	  in	  asking	  
per2nent	  and	  answerable	  ques2ons	  


Teaching	  Clinical	  Ques2ons	  


•  Consider	  assigning	  EBM	  Educa2onal	  
Prescrip2ons	  


	   Describe the patient problem: 
Foreground Clinical Question: 


 P 
 I 
 C 
 O 


Presentation will cover: 
How did you search 
What did you find 
Appraisal of  the study validity 
How will the evidence alter your management 
Barriers to completing this EBM prescription  
 








Asking Clinical 
Questions & 


Finding Resources
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